


5.1 Orthogonality

Definition: An orthogonal matrix Q is an n× n matrix whose columns form an
orthonormal set. For example, the following matrix is orthogonal:

Q =

 1√
2

1√
2

0
−1√
2

1√
2

0

0 0 1



Fact: A square matrix Q is orthogonal if and only if QTQ = I.

Example: Verify that QTQ = I for Q =

 1√
2

1√
2

0
−1√
2

1√
2

0

0 0 1

.
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5.1 Orthogonality

Fact: If Q is orthogonal then Q−1 = QT .

Example: Prove the fact above.

Example: Let Q be an orthogonal matrix. Show that Q−1 is orthogonal.
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5.1 Orthogonality

Example: Determine all values of x, y and z so that

[
1
2

y
x z

]
is an orthogonal matrix.
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5.2 Orthogonal Complements and Projections

5.2 Orthogonal Complements and Projections

Throughout Chapter 5, W will represent a subspace of Rn. Rephrased: W is the span of
one or more vectors in Rn.

Definition: The orthogonal complement of W is:
W⊥ = {~v in Rn such that ~v · ~w = 0 for all ~w in W}.
W⊥ is pronounced “W perp”.

Example: Let W = span(

1
0
0

 ,
1

1
3

). Find W⊥.
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5.2 Orthogonal Complements and Projections

Recall that the dimension of a subspace W is the number of vectors in a basis for W .

Three Facts about W⊥

For any subspace W of Rn:

1) dimW + dimW⊥ = n

2) W ∩W⊥ = {~0}
3) (W⊥)⊥ = W

Example: Let W = span(


1
4
3
2
1

 ,


1
2
3
4
5

). Find the dimension of W and W⊥.
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5.2 Orthogonal Complements and Projections

Example: Let W = {
[
x
y

]
such that 3x+ y = 0}. Find a basis for W and for W⊥.
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5.2 Orthogonal Complements and Projections

Example: Let A =

[
1 0 0 4
0 1 1 6

]
and let W = row(A). Find a basis for W⊥.

Fact: For any matrix A, [row(A)]⊥ = null(A).
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